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1. INTRODUCTION 

Innovation-driven entrepreneurial activity is considered a major driver of economic 

growth. Venture capital-backed startups, which typically fall into this category, account 

for 41% of total US stock market capitalization and 62% of publicly traded companies’ 

research and development spending (Gornall and Strebulaev, 2021). Policies that enable 

the entry of new innovation-driven entrepreneurs in a region can spur future growth in 

both venture capital allocation and employment, potentially yielding a virtuous cycle of 

growth (Hausman 2022; Hausman, Fehder, and Hochberg 2023). As a result, policy makers 

often undertake significant efforts to encourage and support entrepreneurial activity. At 

the same time, most new innovation-driven ventures fail, in part because many 

entrepreneurs may only have experienced the technical side of the labor force. 

Importantly, many innovation-driven entrepreneurs may not have sufficient knowledge to 

fully understand the entrepreneurial process, challenges they may face, or how to evaluate 

the likelihood of success. While post-entry learning and subsequent exit are central to 

many economic models of entrepreneurship (Jovanovic 1982; Vereshchagina and 

Hopenhayn 2009), the efficiency of the learning process and its connection startup 

performance and exit are less explored (Manso 2016). Increasingly, the stated goals of 

entrepreneurship training and acceleration programs are twofold: not only to improve and 

accelerate success for viable ventures, but also to encourage “fast failure” for non-viable 

ventures or entrepreneurs (Cohen et al. 2019).1 Whether such programs achieve either of 

these goals, however, remains an open question. 

In this paper, we assess the potential for such short-term entrepreneurship training to 

affect innovation-driven entrepreneurship (IDE) startup “rational quitting” and venture 

success. From a theoretical perspective, the impacts of entrepreneurship training are 

ambiguous. A natural null hypothesis is that training should make entrepreneurs “better,” 

 
1 An example of a startup accelerator program is Techstars, whose graduates have raised $25.7B in 

total funding and created $98.6B in market capitalization. These programs offer short, intensive educational 
programs to inform founders about the entrepreneurial process, help evaluate ideas and markets, and aid in 
raising financing. See Hochberg (2016) for a detailed definition and description of such programs. 
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which is often interpreted as prolonging startup survival. On the other hand, treated 

startups could shut down faster if training helps entrepreneurs realize their ventures do 

not warrant additional investment of time or resources, either because of weaknesses in 

the venture, product, team, or market, or because the founding team did not wish to 

continue pursuing an entrepreneurial venture once they had more knowledge of the process 

and challenges in hand—a form of “rational quitting.” 

From a practical standpoint, identifying a causal impact of training interventions is 

also challenging. To address causality, random variation is needed, yet there are few 

settings in which entrepreneurship training is randomly or exogenously provided. For 

example, MBA programs, which often house entrepreneurship curricula, are not filled with 

randomly selected students, nor are entrepreneurship-specific certificate or executive 

education programs. Quasi-experiments resulting from random shocks to training are 

similarly uncommon. Here, instead, we implement a multi-year field experiment with a 

large set of operating IDE startups, who were screened ex-ante to have high growth 

potential. As part of the study, we randomized a training intervention that provides initial 

coverage of the frameworks contained in an MBA curriculum in entrepreneurship 

condensed into six four-hour overview sessions conducted over consecutive weeks. The 

total course time is comparable to the instruction time in a nine-week (i.e., quarter-long) 

class at business schools.  

The short term, intensive nature of the curriculum was not chosen ad hoc. Rather, it 

was identified ex-ante as the most intensive curriculum that could be offered to active 

entrepreneurs operating tech- and science-based going concerns that would conceivably 

allow them to find time to participate, and which could be scaled post-experiment, if 

successful. The training program mimics the overview nature of entrepreneurial training 

sessions offered as part of many startup accelerator programs and executive education 

short courses. The goal of the condensed curriculum was to introduce participants to key 

entrepreneurship-specific knowledge.  

Our randomized control trial (RCT) spanned metro areas across the US, partnering 

with 12 startup incubators and co-working facilities that provide workspace to technology- 
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and science-based startups, and was conducted over a period of four years. We marketed 

our efforts as the “Entrepreneurial Success Initiative” (ESI). Participating startups were 

randomized within each participating site. Treated startups received the training program 

and a $1,000 participation incentive paid to their corporate account. Control group 

startups received only the participation incentive. We collected extensive information on 

the startups and their management teams at baseline and conducted periodic surveys at 

six-month intervals thereafter.2  

We examine the effect of the entrepreneurship training program across six categories 

of interim outcomes: survival; pivoting to a new customer segment, business model, or 

product offering; external fundraising; maximum employment the startup reached; and 

individual founder outcomes post-startup shutdown (employment vs entrepreneurship). 

How does training affect startup outcomes? Our experiment reveals a number of intriguing 

findings. First, treated entrepreneurs are more likely to shut down their ventures and do 

so sooner than the control group startups. Of course, a startup may, rather than choosing 

to shut down, instead choose to change either their market, customer, business model, or 

product offerings, a practice often referred to as “pivoting” (Ries 2011). When we estimate 

competing hazard models for pivoting versus shutdown, the coefficients are directionally 

consistent with lower hazard of pivoting (p=0.09 to 0.14), suggesting that treated startups 

may be choosing to shut down rather than experiment with alternatives when faced with 

difficulties. 

There are a number of ways to interpret these findings. One is as a negative effect: 

training could harm the startup or entrepreneur and lead to faster shutdown by either 

discouraging the entrepreneur, wasting their time, or confusing them in some manner. 

Alternatively, the training may help entrepreneurs better recognize their venture’s 

prospects and the skills and behavioral characteristics required for success, and lead those 

with poorer prospects to shut down sooner.  

 
2 Individual founders and management team members participated in the data collection on a voluntary 

basis under IRB supervision and were free to withdraw from the experiment at any time. 
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To distinguish between the two, we examine fundraising and employment. The ability 

to raise funding from outside investors, typically venture capitalists, is often used in the 

financial economics literature as a signal of interim success and quality for IDE ventures. 

Overall, the fundraising empirical patterns support the notion that our results reflect 

“rational quitting”—what the startup ecosystem often refers to as “fast failure”—rather 

than harm. Both unconditionally, and accounting for the competing outcome of startup 

shutdown via Fine-Gray competing risk models and Cragg double-hurdle estimators, we 

find that treated startups are more likely to raise external capital from venture capitalists, 

raise capital sooner, and raise more funding dollars than do control group startups. 

Consistent with our funding results, when we measure employment differences between 

treated and control startups, we find that treated startups reach maximum employment 

levels that are between 21-28% higher than control startups.3 

Overall, the findings suggest that treated firms that do not shut down are, on average, 

of higher quality than surviving control group firms; even accounting for the early 

shutdown effect, treatment improves the treated startups’ ability to raise funds and grow 

in employment. Importantly, the empirical patterns do not appear to be consistent with 

training merely discouraging entrepreneurs overall; if the mechanism for shutdown is 

discouragement, it appears to be of startups with poorer prospects, on average. 

We then turn to post-shutdown labor market choices. If training helps entrepreneurs 

better understand how to assess the viability of a startup or better evaluate their 

suitability for entrepreneurial activity, we might expect treated entrepreneurs to change 

their subsequent labor market choices: they may raise their bar for entry into 

entrepreneurship in the future or change their evaluation of their expected value from a 

startup relative to their outside option. Utilizing information on the post-shutdown labor 

market activities of founders, we show evidence consistent with this hypothesis: 

 
3 We focus on maximum employment because innovation-driven startups frequently grow quickly but 

then shutdown when market and technical information revealed by operating changes their evaluation of 
startup’s future value relative to their outside option (Kerr, Nanda, and Rhodes-Kropf 2014). 
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conditional on having left their current startup, founders of treated startups are less likely 

to immediately pursue another startup as their next job.  

Since attendance at the training sessions was not mandatory, our estimates represent 

“intent to treat” (ITT) rather than “treatment on the treated” (ToT). We utilize 

attendance data to estimate the TOT. In the first stage, we instrument two measures of 

attendance (attended at least one session and number of sessions attended) using the 

randomly assigned treatment. We then utilize those estimates to calculate the ToT effect 

for survival, fundraising, maximum employment, and post-shutdown labor market choices. 

As expected, the magnitude of the TOT (attended at least one session) is somewhat larger 

than the ITT magnitude.  

Finally, the overall treatment effect may mask important heterogeneity. Using theory 

to predict the effects of moderating variables on the treatment in our setting is subject to 

(at least) three limitations. First, there is an absence of theory that explicitly identifies 

which variables we would expect to moderate the effects. Second, heterogeneity is not 

randomly assigned in the same way as treatment status. As a result, it is difficult to use 

heterogeneous effects to make causal inferences. Third, if the researcher only considers 

variables to include in this type of analysis ex-ante, they may unintentionally ignore 

important variation in the data ex post. 

To this end, we implement a causal random forest approach to detect heterogeneous 

treatment effects (Wager and Athey 2018; Athey, Tibshirani, and Wager 2019). The 

algorithm allows us to examine a large set of potential subgroups and identify patterns in 

the data that are potentially hidden by the local average treatment effect (LATE). Our 

analysis suggests heterogeneity for the treatment effect on startup survival, fundraising, 

and employment. For survival, only an indicator for whether a founder has a top-10-

degree moderates treatment. In contrast, a larger set of characteristics appears to 

moderate the effect of treatment on fundraising, including incorporation status, prior 

startup experience, and prior P&L experience. For employment, startups with a STEM 

educated founder moderates the treatment effect. Importantly, this analysis is descriptive, 

not causal. Future research will be necessary to address potential causal implications. 
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Our paper contributes to several literatures. First, we contribute to the 

interdisciplinary topic of “rational quitting.” Although many economic models suggest that 

rational economic agents should quit when their outside options exceed the benefits of 

their project (that is, the NPV of their project is negative), few studies have been able to 

empirically show interventions that can increase the propensity of agents to behave in line 

with economic theory. “Rational quitting” serves as an important counterpoint to many 

mainstream dialogues about the unequivocal benefits of perseverance (List 2022). A 

growing literature has documented how entrepreneurs face substantial information 

frictions when trying to assess the quality of their business ideas (Lerner and Malmendier 

2013; Scott, Shu, and Lubynsky 2019; Bennett and Chatterji 2023). Our study suggests 

the possible presence of broader information frictions that may impact an entrepreneur’s 

understanding of the growth process, resulting in reduced ability to identify when it is 

optimal for them to quit. 

Second, our paper contributes to the literature on the efficacy and effects of targeted 

interventions for entrepreneurs. The economics literature in this area has primarily focused 

on interventions in the developing world (e.g. McKenzie 2017; De Mel, McKenzie and 

Woodruff 2019; Davies et al. 2024), often involving either SMEs (e.g. Bruhn, Karlin, and 

Schoar 2018) or subsistence entrepreneurs (e.g. Karlin and Valdiva 2011). Recent studies 

in the management literature span both the developing and developed world, and include 

the effects of posting non-pecuniary versus pecuniary messaging when recruiting 

participants to an entrepreneurship program (Sen, Guzman, and Oh, 2018), the effect of 

communications and networking assistance for small business performance (Kotha el al., 

2023), the impact of training on methods of scientific experimentation on entrepreneurial 

entry and revenues conditional on entry for would-be entrepreneurs across a wide variety 

of business types (Camuffo et al, 2019), and the effects of availability of peer networking 

for startup survival and growth (Chatterji et al, 2019).  

Our study places specific focus on IDE entrepreneurs running active technology-related 

businesses with significant growth aspirations—a group of significant interest to policy 

makers and private funders that spend substantial resources on education for 
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entrepreneurs each year 4 —and explores the effect of broad coverage IDE-

entrepreneurship-specific training on outcomes over a substantial time period (two years). 

Our study provides unique insights on the viability of general entrepreneurship training 

programs in developed innovation ecosystems characterized by high human capital and 

financial capital. If entrepreneurship training can reduce inefficient continuation and boost 

the performance of higher-potential startups, policymakers can potentially harness 

training interventions to encourage growth and business development. On the other hand, 

if educating entrepreneurs is mostly ineffective, knowing this could save considerable 

resources by deterring policymakers from focusing on an intervention that serves little 

purpose. Our findings suggest that education for particular sets of entrepreneurs may help 

them better assess the potential for their ventures and prevent inefficient continuation. 

Finally, a sizeable proportion of field experiments in economics and business-related 

fields have been implemented in developing economies. For IDE entrepreneurship in 

developed countries, it is unclear that results would generalize from studies in developing 

countries. Notably, one common challenge to conducting entrepreneurship field 

experiments in developed countries is finding settings that allow for appropriate 

population sample sizes with suitable power to detect effects. Here, we achieve this 

through partnership with practitioner organizations. Our RCT demonstrates that 

partnerships and ongoing relationships with practitioners can be an important solution 

for achieving scale in these settings. Addressing our research equation of interest would 

not have been possible within a single tech-oriented co-working facility alone and required 

the participation and partnership of eleven different organizations (twelve different co-

working spaces). 

2. BACKGROUND AND EXPERIMENTAL DESIGN 

Our analyses represent the first set of results from the RCT registered under 

AEARCTR-0001566 (Fehder et al., 2016). We recruited innovation-driven startups from 

 
4 McKenzie (2021) estimates that more than $1 billion is spent on entrepreneurship training each year. 

For example, the US government spends roughly $40 million on iCorps training yearly for IDE 
entrepreneurs.   
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12 startup-focused co-working entrepreneurial spaces in ten metro areas (eleven cities) 

across the US. Importantly, participating locations did not include cohort-based 

accelerator programs or other programs that offer financing or structured programming 

for startups.5 Rather, we used startup-oriented co-working spaces that at most offered ad 

hoc workshops.  

2.1. Participant Population 

Interested startups were screened to confirm that: (i) the startup was IDE (this 

excludes businesses such as food trucks, marketing agencies, development shops, 

consultancies, and other non-tech or non-science-based businesses); (ii) they had not yet 

raised any institutional funding (firms that had previously raised venture capital or other 

institutional financing were restricted from participating); and (iii) their founders and top 

management team members (when not founders) were willing to participate in the field 

study data collection effort, which included the randomized entrepreneurial training 

program offered as a participation incentive under the terms of the IRB-approved study.6  

At the corporate entity level, participating startups signed contracts which paid $1,000 

up front to the company legal entity (not the founders) in exchange for an obligation on 

behalf of the corporate entity to fill out a series of experimental surveys administered by 

the research team over a multi-year period. The baseline survey for the startup firms 

includes background information on the company and its activities and performance to 

date. At the individual level, members of the management teams of the contracted startup 

companies participated in the research experiment under IRB supervision, with the option 

for the individuals to withdraw from the study at any time. Baseline information collected 

includes demographic, education, and other information such as behavioral characteristics.  

Follow-up surveys sent to the participants every six months included questions about 

the startup and its ongoing performance. The company survey questions tracked standard 

 
5 For a discussion of the differences between co-working spaces, incubators and accelerators, see Cohen 

et al. (2019).  
6 Willingness to participate did not require individual members of the team to show up for training if 

their startup was randomized into treatment but did require them to fill out the baseline individual survey. 



 9 

measures of interim startup success such as funding, employment, team composition, and 

various corporate practices. Both the baseline and follow-up surveys were designed to be 

as comprehensive as possible while also deferring to the realities of participant time 

constraints and burden of completion.  

Figure 1 presents a map of treatment sites, and Table 1 presents further details on 

participating incubators and co-working spaces.  The cities covered in the RCT were 

deliberately chosen to be a mix of more established startup ecosystems (Boston, Austin, 

New York City) and newer startup ecosystems (e.g. Chicago, St. Louis, Houston), while 

co-working spaces were chosen with an eye towards significant tech- and science-based 

startup membership, but deliberately avoided locations that themselves offered formal 

training sequences for their lessees. 

A between-survey period of six months was chosen so that we could closely track 

startups as they evolved while simultaneously allowing enough to time to pass for 

reasonable changes to occur. Survey response rates over time are presented in Table 2. 

Participation rates for the surveys were high, notably so compared to most prior survey 

work. For example, at the first follow-up survey, our lowest percentage of respondents 

was 82.1% (Los Angeles) while our highest was 100% (Saint Louis and Houston). We did 

not run the experiment in the San Francisco Bay Area due to the extreme prevalence of 

local entrepreneurship related programming, support organizations, and IDE social 

networks. To achieve this, we made use of the claw-back provision in the spirit of Fryer 

et al. (2022), which allowed us to demand reimbursement for up to the full $1,000 if 

startups did not fulfill their contractual survey obligations. Survey participation rates in 

the full sample fall over time, as startups attrite from the sample due to failure. 

Conditional on survival, response rates at the fourth follow-up (24 months) still reached 

approximately 80%. In Online Appendix Table A6, we show the results of analysis of 

differential attrition rates and find no statistically significant difference between the 

response rates for follow-up surveys except for the first.  

The quality of responses to the survey questions, conditional on filling out the survey, 

exhibited more variability, which was expected. Certain types of written answers required 
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cleaning to ensure that the answers recorded are logical and consistent. We describe the 

full timing of the experiment across sites and data processing and cleaning procedures in 

Online Appendix A. The resulting dataset is a panel of 553 firms over four calendar years.  

2.2. Intervention 

We randomized a condensed version of a standard innovation-driven entrepreneurship 

(IDE) curriculum to the startups in our sample. This consisted of six sessions of four hours 

each, delivered at each site over six consecutive weeks. An ex-ante concern is the large set 

of potential interventions; if we did not find a meaningful treatment effect with a 

particular intervention, it would not preclude the possibility that other potential 

treatments could produce a treatment effect. Furthermore, even if we did find a treatment 

effect, other interventions could produce even more pronounced effects. Given these 

considerations, our intervention was designed based on feedback from a pilot study. The 

curriculum was chosen to be long enough to convey a useful amount of knowledge 

(particularly critical information the inexperienced might not be aware of) but condensed 

enough that startup teams would participate given extensive demands on their time. 

Importantly, the modules covered were a condensed overview of typical entrepreneurship 

content taught in top business school executive education programs and other training 

programs (such as accelerator programs). A more detailed description of the curriculum 

is provided in Appendix X.7  

 

2.3. Randomization 

We randomized startups into treatment and control within each site rather than 

placing some co-working spaces into treatment and some into control. Consequently, each 

site had startups that were part of both the treatment and control. The disadvantage to 

this approach is the possibility of spillover from the treatment to control (i.e., the treated 

 
7 The study was not powered or designed to assess to detect the differential impact of the different 

subject matter addressed in the curriculum; treated entrepreneurs were encouraged to attend all sessions 
and overwhelmingly did so. 
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group could, in theory, teach the control group what they had learned), which would bias 

against us finding differences. The advantages include increased statistical power and 

better control for the specific characteristics of any given city or co-working space, which 

outweighed this disadvantage. Due to capacity constraints on classrooms for training, in 

most locations, fewer startups were randomized into treatment than into control. 

Randomization occurred after startups enrolled in the program, in order to avoid 

treatment specific selection bias (Floyd and List, 2016). Startups in the treatment group, 

however, were not contractually obligated to send their management team members to 

the training sessions; individual participation in the experiment was voluntary. As a result, 

our average effects represent intent-to-treat. We supplement our analysis with attendance 

data to better identify the potential effect of the treatment on the treated. A summary 

schematic of our field experiment design is presented in Figure 2. 

3. DATA 

The experiment resulted in an extensive set of data. Given the scope of our analyses 

in this paper, we focus on only a subset. We utilize the following outcome variables: (1) 

Time to closure for a startup: defined as the total number of days from the date in 

which the startup enrolled in our study to the date in which the startup was no longer 

operating. A startup is coded as shut down either based on survey response or given an 

external signal of closure such as the first point in time that every (former) employee of 

the firm on LinkedIn has a job somewhere other than the startup. We explain the 

construction of our time to closure variable in Online Appendix A3; (2) Pivots: major 

changes to either the customer, product, or revenue/distribution channel. Details of how 

we determine whether startups pivot are in Online Appendix A3; (3) Funding amount 

raised: the total dollar amount of funding that a startup raised, obtained from Pitchbook 

in order to ensure a standardized measure for all participants without attrition concerns; 

(4) Employment: the maximum number of employees working at the startup during the 

survey period; (5) Post-shutdown founder labor choices: whether founders launched 

another startup immediately after leaving the ESI enrolled startup. 
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We include a number of additional variables. These include basic behavioral and 

demographic characteristics such as gender, risk preferences, and incorporation status. 

This data is taken directly from our surveys. Variable names and definitions are presented 

in Table 3. Table 4 presents the overall summary statistics for the treatment and control 

sample at baseline, and Table 5 presents summary statistics separated by treatment and 

control along with a test of balance. The first column of Table 5 presents the mean and 

standard deviation (in parentheses) of the baseline covariates of the startups in the control 

group. The second column shows the mean and standard deviation (in parentheses) of the 

baseline covariates of the startups in the treatment group. The third column shows the 

mean and standard deviation (in parentheses) of the baseline covariates of all the startups 

in the sample. To test for sample balance, we estimate separate regressions for each 

covariate of the form 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 =  𝛽𝛽0 + 𝛽𝛽1 𝐶𝐶𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇 + 𝜖𝜖. In the column, we show the estimates 

of 𝛽𝛽1 for each covariate. Randomization appears to have worked reasonably well given our 

sample size. Of the sixteen baseline variables presented, only two, Corporation and 

Business Education, demonstrates statistically significant differences between the 

treatment and control groups. The existence of some differences is to be expected given 

the dimensionality. To account for any residual differences post-randomization, we control 

for a variety of baseline variables in our regressions. 

We next turn to individual founder behavioral parameters. Because we measure 

behavioral parameters at the founder/individual team member level, we must first 

determine how to aggregate parameters to arrive at a single value for the startup. For 

simplicity, we use the maximum of each behavioral characteristic across the startup 

management team.8 Risk preferences are measured on a scale of 1 to 4, following Barsky 

et al. (1997), with a 4 being most risk loving. Our firms have a mean of 3.60 compared to 

a mean of 1.72 in Barsky et al. (1997), indicating that our sample of entrepreneurs is 

relatively more risk loving than average, consistent with prior research. Similarly, the max 

optimism score of almost 20 indicates that our sample exhibits high optimism relative to 

 
8 Online Appendix B shows robustness to alternative construction of the variables that require the 

aggregation of individual-level founder variables into startup-level variables.  
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the mean of 14.33 reported for the standard laboratory population used to develop our 

measure of optimism (LOT-R, Scheier, Carver, and Bridges 1994).  

4. MAIN RESULTS 

Because our startups were only contracted to a two-year follow-up reporting period, 

and due to the often-extended time period it takes to exit an IDE startup, we necessarily 

cannot follow all firms through to their end outcome. Instead, we focus on interim 

performance measures indicative of startup progress and performance. For some variables, 

we can supplement data collection beyond the experimental survey instruments, as 

described in Section 3, allowing us to extend our analysis period outside of the two-year 

follow-up period. 

4.1. Survival 

A natural null hypothesis is that training should make entrepreneurs “better,” thus 

prolonging their startups’ survival. On the other hand, treated startups could shut down 

faster because training encourages a form of “rational quitting.” In Table 6, we first report 

the raw percentage of startups still in business at different time periods. Unsurprisingly, 

a large number of startups shut down over the study period. Overall survival at three 

years post intake is 30.2%. At the three-year mark, 34% of control firms are still operating, 

while only 26% of treated firms remain in business. This difference is economically large. 

In the raw survival data, treatment startups shut down operations approximately 105 

days sooner on average than control firms. 

Figure 3 Panel A shows Kaplan-Meier plots for survival. It is visually apparent that 

the difference in survival rates between treatment and control in our sample manifests 

relatively early—within approximately one year. A Wilcoxon rank-sum test confirms the 

treatment and control groups do not have the same survival functions (p<0.0001). 

Survival in our analysis is restricted to the narrow window (3 years) in which we observe 

startup outcomes.  

Kaplan-Meier survival curve analysis does not allow for the analysis of survival 

differences conditional on control variables. We next estimate a series of Cox proportional 
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hazards models for survival (time to shutdown), where the independent variable of interest 

is treatment. We estimate variations on the following model: 

ℎ(𝑇𝑇|𝑥𝑥) = ℎ0 exp (𝛽𝛽1𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑡𝑡 + 𝛾𝛾𝑠𝑠 + 𝜑𝜑𝑖𝑖 + 𝜉𝜉𝑖𝑖 + 𝑋𝑋ʹ𝛽𝛽) (1) 
 

where ℎ0, the baseline hazard rate, is estimated non-parametrically, 𝛾𝛾𝑠𝑠 is a site-level fixed 

effect, 𝜑𝜑𝑖𝑖 is an industry fixed effect, 𝜉𝜉𝑖𝑖 is a stage-of-development fixed effect, and 𝑋𝑋 is a 

vector of covariates that varies by model. The exponentiated coefficient, 𝑇𝑇𝛽𝛽1, provides an 

estimate of the impact of treatment with an intuitive interpretation as a hazard rate ratio. 

To illustrate interpretation, a hazard ratio of 0.5 represents a 50% reduction in the hazard 

of shutdown, whereas a coefficient of 1.5 would correspond to a 50% increase. Throughout 

the paper, we show exponentiated coefficients. 

Table 7 presents the estimates. Treatment exhibits an encouraging effect on startup 

shutdown. The exponentiated coefficients (hazard ratio) on the treatment indicator are 

positive and significant across all models. The estimated magnitudes are fairly stable 

across specifications and suggest that treatment increases the hazard of shutdown by 57-

61%.  

4.2. Pivoting 

Rather than quit, a startup that feels its current approach is not viable may instead 

choose to change their business, adjusting either their market, customer, business model, 

or product offerings to pursue a different path, a practice called pivoting (Reis 2011; 

Camuffo et al., 2020). Panel B of Figure 3 shows the Kaplan Meier plots of time to first 

pivot in our sample. In the raw data, control group startups show a higher hazard of 

pivoting. A log-rank test confirms that these differences are statistically significant 

(Χ2=4.97, p=0.025).  

To quantify the impact of treatment more formally, we estimate a series of hazard 

models measuring differences in the time to first pivot across treatment and control. The 

estimates are presented in Panel A of Table 8. Treatment reduces the hazard of a first 

pivot by a statistically significant 33% (column 1), and the coefficient estimate does not 

change appreciably with the inclusion of company-level covariates (column 2). When we 
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introduce a larger set of controls in columns (3) and (4), the coefficient estimates remain 

relatively stable and remain statistically significant, although at a lower level.   

It is also the case that a startup’s choice to shutdown might preclude us from observing 

them pivoting, creating competing risks. To address this issue, we estimate Fine-Gray 

models of competing risks. In these models, we consider the risk of our primary event, 

pivoting, while also considering the competing risk of firm shutdown. The subdistribution 

hazards of both events are considered while estimating the cumulative incidence function 

of the primary event using the following model: 

1 − 𝐶𝐶𝐶𝐶𝐶𝐶(𝑇𝑇) = �1 − 𝐶𝐶𝐶𝐶𝐶𝐶0(𝑇𝑇)�exp (𝛽𝛽1𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑡𝑡 + 𝛾𝛾𝑠𝑠 + 𝜑𝜑𝑖𝑖 + 𝜉𝜉𝑖𝑖 + 𝑋𝑋ʹ𝛽𝛽) (2) 
 

where 𝐶𝐶𝐶𝐶𝐶𝐶0, the baseline cumulative incidence function, is estimated non-parametrically, 

𝛾𝛾𝑠𝑠 is a site-level fixed effect, 𝜑𝜑𝑖𝑖 is an industry fixed effect, 𝜉𝜉𝑖𝑖 is a stage-of-development 

fixed effect, and 𝑋𝑋 is a vector of covariates that varies by model. The exponentiated 

coefficient, 𝑇𝑇𝛽𝛽1 , provides an intuitive interpretation as a relative change in the 

subdistribution hazard function for the primary event, —pivoting. Here, an exponentiated 

coefficient of 1.5 can be interpreted as a 50% increase in the risk of the primary event in 

subjects that remain event free or experienced a competing event (Austin and Fine 2017).  

The estimates from the competing risk models are presented in Panel B of Table 8. 

Column (1) shows a statistically significant 40% decrease in the risk of pivoting in our 

treated startups relative to control after accounting for the risk of shutdown. In columns 

(2)-(4), the coefficient estimates remain relatively similar in magnitude, but no longer 

maintain standard statistical significance (p-value ranging from 0.107 to 0.137). Given 

that only 15% of startups in our sample pivot, this stem in part from a lack of power. 

The startup survival results suggest substantial differences in how treated and control 

firms behave. These patterns are consistent with the lessons contained in the training 

modules. Firms are provided with tools to assess the likely demand for their product or 

service, as well as provided clear guidance for the growth they will need to secure future 

funding. Given the content of our training, we believe that it is likely that treated firms 

reassessed their expected returns to continuing with their current company.  

4.3. Fundraising 
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Our evidence thus far suggests that treatment encourages “fast failure” amongst 

startups that received training. However, it could also be the case that our education 

curriculum makes firms worse off by either discouraging them, wasting their time, or 

confusing them. To assess this, we turn to performance. We focus on fundraising from 

external investors as a key performance measure because external financing is particularly 

important for IDE entrepreneurs. Because IDE entrepreneurs are attempting to bring 

novel products and services into the economy, they require investment of financial capital 

in advance of receiving significant revenue or even entering the market (Botelho, Fehder, 

and Hochberg 2023). Here, we focus on three measures: time to first venture capital (VC) 

round, whether the startup managed to raise any VC funding, and the logged total amount 

of VC funding received post-enrollment.  

 Figure 3 Panel C shows the Kaplan-Meier plots of time to first VC round for 

treatment and control startups. Treated startups acquire their first VC round more 

quickly and in higher proportion. A log-rank test of the difference in the survival curves 

between the two groups is statistically significant (Χ2= 10.41, p < 0.001).  

Next, we analyze the impact of treatment on the hazard of a venture capital round 

using a Cox Proportional Hazard model as in equation (1) and then incorporate the 

competing risk of shutdown using the Fine-Gray Competing Risk model as in equation 

(2). The estimates are presented in Panel A of Table 9. Columns (1)-(4) present estimates 

from the Cox Proportional Hazard models. We find that treatment is associated with a 

statistically significant 98%-113% increase in the hazard of a startup receiving funding 

across the different models. Columns (5)-(8) present estimates from the Fine-Gray 

Competing Risk models. Here, the estimates suggest a statistically significant 69%-81% 

increase in the risk of receiving venture capital after accounting for the competing risk of 

startup shutdown. Overall, the estimates indicate that treatment significantly impacted 

the speed at which treated startups were able to receive funding.  

We next turn to exploring startup fundraising in more detail. First, we estimate simple 

unconditional models of the following form: 

𝑉𝑉𝐶𝐶𝑖𝑖 =  𝛽𝛽0 +  𝛽𝛽1𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑡𝑡𝑖𝑖 + 𝛾𝛾𝑠𝑠 + 𝜑𝜑𝑖𝑖 + 𝜉𝜉𝑖𝑖 + 𝑋𝑋ʹ𝛽𝛽 + 𝜖𝜖𝑖𝑖𝑠𝑠  (3) 
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where 𝑉𝑉𝐶𝐶𝑖𝑖 in this regression is an indicator variable set to one if the startup received any 

funding by endline and a zero otherwise (𝐶𝐶{𝑅𝑅𝑇𝑇𝑖𝑖𝑅𝑅𝑇𝑇}). 𝛾𝛾𝑠𝑠, 𝜑𝜑𝑖𝑖, and 𝜉𝜉𝑖𝑖 are site, industry, and 

stage-of-development fixed effects and 𝑋𝑋ʹ𝛽𝛽 is a vector of additional covariates that vary 

by model. The standard errors in our model are clustered by site. We estimate a linear 

probability model (LPM) which provides a simple interpretation of 𝛽𝛽1 as a percentage 

point change in the probability of receiving funding. We show robustness of our results to 

alternative logit specifications in Table B1 of Online Appendix B.  

The estimates are provided in Columns (1)-(4) of Panel B of Table 9. The estimates 

of the impact of treatment are a statistically significant 8.5-10 percentage point increase 

in the likelihood that a treated startup ever raises funding relative to the controls. Next, 

we analyze the amount of funding raised. To do so, we use the natural logarithm of one 

plus VC dollar raised post enrollment as the dependent variable (𝐿𝐿𝐶𝐶𝐿𝐿𝐿𝐿𝑇𝑇𝑡𝑡 𝐶𝐶𝐹𝐹𝐹𝐹𝑡𝑡𝑖𝑖𝐹𝐹𝐿𝐿). The 

results of our analysis are provided in Columns (5)-(8) of Panel B of Table 9. Across all 

the models, the estimates suggest a positive and statistically significant impact of 

treatment on the total amount of post-enrollment funding. Depending upon the 

specification, the estimates suggest that treated startups raise between 228-310% more 

funding than control startups. Our results are robust to an alternative transformation 

using the inverse hyperbolic sine (Table B2 of Online Appendix B). If training equally 

increases the chance that startups close earlier irrespective of quality, we would expect to 

see decreases in funding rates and total funding in treated startups. This is separate from 

the human capital channel for our educational program which might increase the quality 

of the surviving startups and thus both the likelihood of raising and the total amount of 

funding raised. 

While the results above show large differences between treatment and control, they do 

not account fully for several features of the data generating process. First, they do not 

account for the extensive and intensive margins for raising funds. Second, they do not 

account for the relationship between survival and fundraising. To address these issues, we 

jointly estimate the extensive and intensive margin of treatment while incorporating 

survival time in a double hurdle model (Cragg 1971). The double hurdle model jointly 



 18 

estimates the probability of raising zero funding and the total amount of funding 

conditional on being a non-zero observation. We follow Cragg (1971) because the model 

provides a more flexible functional form for estimating the extensive margin relative to 

other truncated or censored regression models (Tobin 1958; Heckman 1976; Powell 1986).  

The estimates are presented in Panel C of Table 9. Across all specifications, treatment 

has a significant positive effect on the likelihood of raising funds on the extensive margin 

after also accounting for survival time. As expected, survival time influences both the 

extensive and intensive margins; that is, the longer a firm survives, the more likely they 

are to raise funds, and the more funding they raise. Across most specifications, treatment 

exhibits a positive and statistically significant impact on both the extensive and intensive 

margins. Coefficient estimates for the effect of treatment on funding raised are somewhat 

larger than in the unconditional models.  

Figure 4 presents a kernel density plot of the distribution of funding for treatment and 

control. A Kolmogorov-Smirnov test of the equality of the distributions rejects the null of 

the same distribution of funding (p=0.061). The figure qualitatively demonstrates that 

the control group has a longer left tail of smaller fundraising outcomes whereas the 

treatment group has a slightly longer right tail. Thus, it appears that startups that raise 

low levels of funding are “missing” in the treatment group, and that the treatment 

distribution is slightly shifted to the right relative to the control distribution. 

4.4. Employment 

To further reinforce our conclusions, we turn next to an additional performance metric, 

employment. Startups increase employment levels either in response to current revenue 

growth or in expectation of future revenue growth. Our employment analysis uses the 

maximum number of employees the startup reaches across the study period, even if it 

shuts down within the sample period. This allows us to capture growth in the size of the 

company even if it eventually shrinks on the way to shutdown. Because employment levels 

across startups and time periods are both close to zero (interquartile range of 3-10) and 

whole numbers, we use a Poisson model to account for the count nature of the data.  
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The result of our analysis is presented in Table 10. All coefficients presented in the 

table are exponentiated and thus represent incidence rate ratios (IRR) where a coefficient 

of 1 represents no change and a coefficient of 1.2, for example, would represent a 20% 

increase in employment. Across all models, the coefficients are significant and show higher 

maximum employment levels for the treated relative to the controls, with increases range 

from 21-28% across the different models. These results support the conclusion that treated 

startups perform better than controls in their ability to grow and pursue their objectives. 

4.5. Post-Shutdown Entrepreneurial Choices 

Thus far, our results have demonstrated that treatment causes startups to shut down 

earlier, but, conditional on survival, leaves startups of higher quality. The empirical 

patterns support the notion that this is a rational effect and is inconsistent with the notion 

that the training intervention made treated entrepreneurs “worse” or simply discouraged 

them. Rather, the results suggest that treated firms who do not shut down are of higher, 

rather than lower quality. Our hypothesis is that treated startups shutdown more quickly 

because founders have a better understanding of the quality level required to grow and 

succeed. A natural follow up question is whether there are longer term changes in how 

these startup founders choose to engage in entrepreneurship after the shutdown of their 

current startup. In general, founders frequently engage in serial entrepreneurship founding 

new businesses when one fails. The increased understanding of the hurdles associated with 

growing an IDE business provided by treatment should spillover into their assessment of 

future ventures. Thus, training may not only lead founders to “rationally quit,” it may 

also lead them to evaluate potential new startup opportunities more stringently. If this 

were so, we would expect fewer treated startup founders to jump into entrepreneurship 

again immediately after shutting down their business.  

To investigate this, we collect data on founder employment post-shutdown from 

LinkedIn. Data is collected after the conclusion of the experiment across all sites, and the 

cessation of follow-on surveying. We code whether founders of shutdown startups in our 

experiment start a new startup following the termination of their original experiment 

startup. We then estimate a series of linear probability models similar in structure to 
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equation (3). Our dependent variable measuring the immediate entrepreneurship choices 

of founders after shutdown of an ESI enrolled startup.  

Table 11 presents the estimates from our analysis. Treated entrepreneurs have a 

statistically significant reduction of 9.2-11 percentage points in the likelihood of pursuing 

entrepreneurship again immediately after shutdown of their startup. Our results support 

the idea that the training not only impacts decisions about the current startup, but also 

how startup founders weigh the costs and benefits of entrepreneurship more broadly. 

4.6. Treatment on Treated 

Thus far, all of our analyses measure the effects of intention-to-treat. Attendance in 

the educational program is not mandatory, and not all teams chose to attend. Startups 

were randomized into treatment, but ultimately there was no mechanism to force treated 

individuals to take the class. First, as in all human subject studies, individual participants 

(founders and management team members) retained the right to cease participation at 

will. While the possibility existed of incentivizing them to attend sessions via a claw-back 

mechanism that conditioned on the education program, we decided against this approach. 

A primary consideration in this design choice is that, if our experiment is to inform policy, 

understanding voluntary participation rates in the program are likely as important as how 

effective the training is conditional on startups participating.  

While the ITT estimates of our educational intervention are the most policy-relevant, 

we provide additional TOT estimates for several of our key dependent variables. To do 

this, we use the randomized assignment to treatment as an instrument to predict various 

measures of attendance in the ESI classes. We draw our attendance data from RSVPs and 

ex post measures of attendance. Our two measures of attendance are the total number of 

sessions attended by the startup and whether they attended at least one session. We then 

use the instrumented attendance variables to estimate TOT.  

The results of our analysis are presented in Table 12. In Panel A, we provide our 

estimates of the first-stage relationship between treatment assignment and two measures 

of attendance levels. As expected, there is a large and statistically significant relationship 
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between treatment and attendance. The average first-stage F statistics range between 

216.4 and 298.22, well above the thresholds to ensure minimal bias (Stock and Yogo 2005).  

In Panel B, we provide the results of the instrumental variable analysis for five key 

dependent variables: (1) time to shut down, (2) whether the startup raised any funding 

by experiment endline, (3) logged dollar funding amount, (4) the maximum level of 

employment the startup reached and (5) whether a startup founder immediately started 

another company after shutdown. Our estimates of TOT for the program largely conform 

with the ITT findings. Coefficient estimates for treatment effects increase for all outcomes.  

4.7. Treatment Heterogeneity  

The exploration of heterogeneity for this study is critical. While our education program 

is similar to programs at major business schools and entrepreneurship training programs 

provided by accelerator programs, the program itself is reasonably expensive in terms of 

both founder time and cost of instructors. We do not expect that all entrepreneurs in our 

study will benefit equally from the training, but it is not clear which entrepreneurs, as 

identified by their observable characteristics, are most likely to improve because of 

treatment. Understanding which characteristics are most important can help policymakers 

better target the education program towards those that would most benefit.    

Without predictions from theory, it is not clear which characteristics are likely to 

provide treatment heterogeneity. There are enough baseline covariates in our sample data 

that simply including linear interaction terms into our regressions may provide spurious 

findings of treatment heterogeneity. In the time that has passed since we initially pre-

registered the exploration of treatment heterogeneity in our study, advances in post-

processing of RCT data, especially through machine learning (ML) tools, have been 

considerable. They now provide options for assessing treatment heterogeneity across many 

covariates in a rigorous manner that does not require a theoretical perspective ex ante.  

A number of methods have emerged building upon the tools of machine learning to 

provide robust estimation of treatment heterogeneity (Chernozhukov et al. 2018; Athey, 

Tibshirani, and Wager 2019). We focus on the causal random forest because it allows 
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efficient estimation of treatment heterogeneity in settings with smaller sample sizes.9 The 

causal random forest approach captures complex, non-linear relationships between 

covariates, including the treatment variable, and outcomes that might be missed by 

exploring heterogeneity using OLS regressions with linear interaction terms. A number of 

existing papers provide useful primers on the underlying theory behind causal random 

forests (Knittel and Stolper 2019; Davis and Heller 2020). Importantly, we consider the 

following analysis of heterogeneity to be a descriptive exercise, rather than a test of theory. 

Assessment of treatment heterogeneity proceeds after first assessing the degree to 

which the ML prediction algorithms have adequately captured both the overall average 

treatment effect (ATE) and the systematic deviations from the average treatment effect 

for different subgroups, the conditional average treatment effect (CATE). For the sake of 

brevity, we document these “pre-steps” in Online Appendix C and focus on the outputs of 

the heterogeneity analysis. In particular, Chernozhukov et al. (2018) propose a test of the 

model’s ability to fit ATE and heterogeneity. The test results provided in Table C1 show 

that our causal random forests provides good estimates of both the ATE and systematic 

deviations from it for three out of the five dependent variables in our study (funding, 

survival, and employment). In addition, Online Appendix Figure C1 indicate that there 

is significant heterogeneity in the treatment effects for these three dependent variables. 

The key output of these pre-steps for this method is a validated non-linear model of the 

CATE which produces a separate estimate of CATE for all unique combination of baseline 

covariates (see Athey et al., 2019 for further description). 

To begin our exploration of the relationship between treatment heterogeneity and 

baseline covariates, we estimate the best linear projection (BLP) of our baseline covariates 

onto our estimated CATE distribution. Specifically, we estimate the following regression: 

�̂�𝜏(𝑋𝑋𝑖𝑖) =  𝛽𝛽0 + 𝑋𝑋ʹ𝑖𝑖𝛽𝛽 + 𝜖𝜖𝑖𝑖 (4) 

where �̂�𝜏(𝑋𝑋𝑖𝑖)  is the estimated CATE given a vector of covariates, 𝑋𝑋𝑖𝑖 . Because the 

relationship between 𝑋𝑋𝑖𝑖  and �̂�𝜏(𝑋𝑋𝑖𝑖)  can be complicated and non-linear,  𝛽𝛽  provides a 

 
9 Ensemble methods like the causal random forest can be particularly efficient because they can 

randomly subsample estimation and evaluation data sets individually for each tree (Wager and Athey 2018).   
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simplified representation of these complicated relationships. Each parameter in the 

equation estimates how a unit increase in the covariate is associated on average with a 

change in our estimated CATE.  

The results are presented in Table 13. The first column presents the estimates for the 

model of the relationship between treatment and time to shutdown (survival). The 

estimates suggest significant relationships between the CATE and Founders with Top 10 

Degrees, Founders with Children, and Max Founder Optimism. The estimates for the 

model of the relationship between treatment and funding are presented in column two. 

Four baseline variables demonstrate a statistically significant linear relationship with the 

CATE estimates: Baseline Funding, Incorporation Status, Prior Entrepreneurial 

Experience, and Prior P&L Experience. The estimates for the relationship between 

treatment and employment are presented in the third column. Only STEM Education 

demonstrates a significant relationship with CATE. 

We can now assess a related question with clear policy implications: would any given 

variable be useful for targeting if we had to prioritize treatment to different startups? 

Because the distribution of CATE is complex and non-linear in the distribution of baseline 

covariates and equation 4 is a simple linear description, the results of Table 13 do not 

immediately answer this question. To do so, we estimate the Targeted Operator 

Characteristic (TOC) curve for the variables that show a significant linear relationship 

(Yadlowsky et al. 2021). The TOC measures the difference in estimated CATE for the 

top q-th fraction of startups in the distribution of a covariate, X, from the overall 

estimated ATE. Specifically, the TOC measures: 

         𝑇𝑇𝑇𝑇𝐶𝐶(𝑞𝑞) = 𝐸𝐸[𝑌𝑌𝑖𝑖(1) − 𝑌𝑌𝑖𝑖(0)| 𝑋𝑋𝑖𝑖 ≥ 𝐶𝐶−1(1 − 𝑞𝑞)] −  𝐸𝐸[𝑌𝑌𝑖𝑖(1) −  𝑌𝑌𝑖𝑖(0)]            (5) 
 

where 𝐶𝐶(𝑞𝑞) is the distribution of the covariate X in the sample. The TOC formula has a 

nice visual representation as the area under a curve representing the excess treatment 

effect for prioritized treatment units (i.e., higher, or lower values of the covariate).  

Figure 5 plots the TOC curves as well as 95% confidence intervals for the covariates 

that observe significant relationships between our CATE estimates for survival and 

baseline covariates. While three baseline characteristics emerged in the BLP analysis, only 
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one, Top 10 Degree, shows promise for targeting. Startups with at least one founder with 

a top-10-degree are significantly less likely to shut down in response to treatment relative 

to the ATE. Figure 6 presents the same analysis for funding. Three of the four variables 

show substantial potential as variables in which to target treatment. Companies that are 

not founded as C-Corporations have a substantially lower excess treatment effect, while 

founders without prior startup experience and prior P&L experience show substantially 

larger excess treatment effects relative to the population overall. In contrast, baseline 

funding, while significant in our best linear projection analysis, does not show promise as 

a targeting covariate. Figure 7 presents the analysis for employment. Founders without 

STEM Experience have a higher treatment effect relative to the ATE. 

While these methods provide an initial look at potential sources of treatment 

heterogeneity, we caution that they are descriptive, not causal. Nevertheless, many of the 

relationships are intuitive and support the motivations behind entrepreneurial training 

curriculums. For example, substantial excess treatment effects on startup founders with 

less startup experience or managerial experience suggests that the intervention is affecting 

the population that most policymakers would ex ante expect it to. Further work, likely 

experimental, will be needed to better identify and explore treatment heterogeneity. 

5. CONCLUSION 

Despite its potential importance for stimulating economic growth, little is known about 

the factors that contribute to innovation-driven startups’ success or failure. In this paper, 

we use a field experiment in combination with a rich dataset collected from surveys of 

participating startups to investigate the importance of realistic-scope short-course 

entrepreneurship training on future performance for a sample of innovation-driven 

startups. Our results suggest that policymakers can use short education curriculums to 

improve outcomes for startups—a stated goal of many foundations and local development 

programs. Moreover, our analysis of treatment heterogeneity provides initial information 

on the characteristics of startups and entrepreneurs that policymakers should prioritize 

the treatment towards in order to maximize the efficacy of these type of programs.  
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In addition, our experiment was designed specifically to easily scale towards broad 

implementation of our program. This design choice is in line with a recent push in the 

economics literature to consider the potential for scaling of offerings within the context of 

experimental interventions (List 2022; Al-Ubaydli, Lai, and List 2023). Often, considerable 

uncertainty remains as to whether experimental interventions can be scaled beyond the 

scope of the smaller scale randomized study. Our funding source was interested in the 

effects of education programs that could be potentially offered to a much larger audience.10 

To ensure that our chosen intervention was implementable at scale post-experiment at 

reasonable cost, we conducted extensive qualitative research at the pilot stage. The final 

educational program was selected based on its ability to realistically be offered to working 

entrepreneurs outside of experimental conditions and in the absence of participation 

incentives. Furthermore, we explicitly considered the ability of the intervention to be 

scaled through a train-the-trainer model. We utilized corporate trainers who had 

experience teaching short entrepreneurship training classes who were provided materials 

and content for the modules that were taught. In other words, we sought to ensure that 

none of the instructors was sufficiently unique that their main contributions couldn't be 

replicated by others.  

Pinning down the overall welfare consequences of our intervention is difficult. Our 

results support the interpretation that we cause less viable startups to shut down earlier. 

Given the earning potential and high prior wages of individuals involved in innovation-

driven ventures, it may be beneficial to society if training causes unproductive 

entrepreneurs to preserve their time and return to the labor force. If successful, certain 

innovation-driven startups by their nature may lead to outsized societal and economic 

impact. Such startups are inherently risky, and luck may play a large role in eventual 

success. We cannot rule out the possibility that some ventures that chose to shutdown 

sooner as a result of treatment would have ultimately been successful. From a societal 

perspective, it may instead be optimal to encourage all startups to continue, despite the 

 
10 In this sense, we were not interested in exploring interventions that might produce a larger treatment 

effect but were outside the scope of what could reasonably be offered to a broad set of entrepreneurs. 
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possibility of entrepreneurs wasting time and resources, if policy makers’ primary focus is 

to maximize the probability of increasing innovation. We consider this discussion to be 

outside the scope of our experiment, and worthy of future research.  
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FIGURES 

Figure 1: Map of Locations of Incubator and Startup Locations 

 
Note: This map shows the location of the incubators and startups enrolled in our field experiment. The twelve 
incubator locations inclusive of our pilot site (Matter in Chicago) are indicated by the blue dots.  
 
 

Figure 2: Schematic of Experimental Design 
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Figure 3: Kaplan-Meier Plots by Treatment Status 

 
Notes. This figure contains a series of graphs that each contain plots of the Kaplan-Meier survivor function by 
treatment condition for different time-based dependent variables. In Panel A, we provide the plot of the Kaplan-
Meier survivor function for time to shutdown for startups in the treatment and control conditions of our 
experiment. Log-rank test of the difference in time to shutdown between treated and control startups is 
statistically significant (Χ2= 18.05, p < 0.000). In Panel B, we show the plot of the Kaplan-Meier survivor 
function for time to first pivot for startups in the treatment and control conditions of our experiment. Log-
rank test of the difference in time to first pivot between treated and control startups is statistically significant 
(Χ2= 4.97, p < 0.025). In Panel C, we show the plot of the Kaplan-Meier survivor function for time to first VC 
round for startups in the treatment and control conditions of our experiment. Log-rank test of the difference 
in time to first VC round between treated and control startups is statistically significant (Χ2= 10.41, p < 
0.001). Log-rank test of the difference in time to first revenue between treated and control startups is not 
statistically significant (Χ2= 0.22, p < 0.639). 
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Figure 4: Kernel Density Plot of Funding by Treatment Status 

 
Notes. This figure provides kernel density plots of the distribution of Logged Funding for all non-zero 
observations of funding for treatment and control groups. Kolmogorov-Smirnov test of the equality of 
distributions provides evidence differences in the distribution of the treatment and control groups (p=0.061).   
 

Figure 5: TOC Curves for Survival 
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Figure 6: TOC Curves for Funding 

 

 

 

Figure 7: TOC Curve for Employment 
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TABLES 

Table 1: Sample Size by Location 

 
 

Table 2: Survey Response Rates over Time  
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Table 3: Variable Names and Definitions 

 
Notes. Additional information on variable construction is available in Online Appendix A 
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Table 4: Summary Statistics 
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Table 5: Summary Statistics by Treatment Status and Test of Balance 

 
Notes. This table shows the distribution of the baseline covariates for the startups and their founders in our 
sample as well as the results of a balance test. The first column shows the mean and standard deviation (in 
parentheses) of the baseline covariates of the startups in the control group. The first column shows the 
mean and standard deviation (in parentheses) of the baseline covariates of the startups in the treatment 
group. The third column shows the mean and standard deviation (in parentheses) of the baseline covariates 
of all the startups in the sample. The fourth column shows the coefficient estimate of separate regressions 
for each covariate of the form 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 =  𝛽𝛽0 + 𝛽𝛽1 𝐶𝐶𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇 + 𝜖𝜖. In the column, we show the estimates for each 
covariate of 𝛽𝛽1 and its standard error (in parentheses). * indicates significance at the 10% level, ** at 5%, 
and ***at 1%. 
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Table 6: Raw Survival by Follow-up Period 

 
Notes. This table shows the raw differences in the percentage of the sample surviving during each of the 6-
month periods in our sample as well as individual tests of the statistical significance of the difference at 
each 6-month interval. Column (1) shows the percentage of the total sample that survived in each 6-month 
follow-up period. Column (2) shows the survival percentage for the control group in each 6-month follow-
up period. Column (3) shows the survival percentage for the treatment group in each 6-month follow-up 
period. Column (4) shows the difference in survival percentage between treatment and control groups. 
Column (5) shows the p-value associated with the t-statistic associated with a t-test of the difference in the 
distribution of surviving startups in the treatment and control groups in each 6-month follow-up period.   

 
Table 7: Hazard Model of Startup Closure 

 
Notes. An observation in the sample represents the final status of the startup (closed or operating) and the 
survival time for each startup. Each column represents the output of a separate Cox proportional hazard 
regression predicting the hazard of closure and includes the key variable of interest, treatment, as well as 
site and industry fixed effects. Columns (2)-(4) include additional control covariates. Standard errors are 
clustered at the site level. * indicates significance at the 10% level, ** at 5%, and ***at 1%. 
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Table 8: Hazard Models of Time to First Pivot  
 

Panel A: Cox Proportional Hazard 

 
 

Panel B: Competing Risk Model 

 
Notes. In both panels of this table, an observation in the sample represents the pivot status of the startup 
(ever pivoted or not) and the time to first pivot for each startup. In Panel A, each column represents the 
output of a separate Cox proportional hazard regression predicting the hazard of pivoting and includes the 
key variable of interest, treatment, as well as site and industry fixed effects. Columns (2)-(4) include 
additional control covariates. Standard errors are clustered at the site level. In Panel B, each column 
represents the output of a separate Fine-Gray Competing Risk Models predicting the hazard of first pivot 
while controlling for the hazard of shutdown. * indicates significance at the 10% level, ** at 5%, and ***at 
1%. 
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Table 9: Funding Outcomes by Treatment 
 

Panel A: Models of Time to First VC Round 

 
 

Panel B: Funding Levels 
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Panel C: Cragg Hazard Models 

 
Notes. This table presents multiple panels documenting the differences between treated and control groups 
in terms of time to funding and level of funding post-enrollment. In Panel A, an observation in the sample 
represents the VC funding status of the startup (ever funded or not) and the time to first VC funding round 
for each startup. Columns (1)-(4) show the output of separate Cox proportional hazard regressions 
predicting the hazard of receiving a first VC funding round and includes the treatment variable, site and 
industry fixed effects, and covariates depending on the regression. Columns (5)-(8) show the output of Fine-
Gray competing risk models predicting the hazard of a first VC funding round while controlling for the 
hazard of shutdown. In Panel B, an observation is level of funding at endline. In columns (1)-(4) we show 
the results of linear probability models predicting if the startup ever received external funding. In columns 
(5)-(8) we show the results of OLS regressions of treatment on logged funding. All models include site and 
industry fixed effects as well as covariates described in the panel. In Panel C, an observation is level of 
funding at endline. Each column shows the output of Cragg hurdle regression models that first predict 
whether a startup received funding and then the level of logged funding conditional on raising. All models 
include site and industry fixed effects as well as covariates described in the panel. * indicates significance 
at the 10% level, ** at 5%, and ***at 1%. 
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Table 10: Maximum Employment in Startup 

 
Notes. This table examines the impact of treatment on the maximum level of employment that the startup 
reached during the follow-up period. Each column represents the output of a separate Poisson regression 
with standard errors clustered at the site level. The coefficients are exponentiated so that they represent 
the percentage difference of treatment relative to control where a coefficient of 1.2 represents a 20% increase 
in the level of employment for the treated group relative to the control group. * indicates significance at 
the 10% level, ** at 5%, and ***at 1%. 

 

Table 11:  Entrepreneurship Choice in Next Job Role 

 
Notes. The sample for this table is all founders of the startup in our sample that had a LinkedIn profile we 
could use to observe their choice of entrepreneurship after shutdown of the startup enrolled in our study. 
An observation in this sample represents whether or not a founder for one of the startups in our sample 
founded another startup directly after shutting down the enrolled startup. All regressions are limited 
probability models predicting whether a startup founder chooses to create another startup immediately after 
shutting down their startup. Standard errors clustered at the site level. * indicates significance at the 10% 
level, ** at 5%, and ***at 1%. 
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Table 12: Treatment on Treated 
 

Panel A: First Stage 
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Panel B: IV Estimates 

 
Notes. This table seeks to examine the impact of session attendance on key dependent variables by using 
assignment to treatment as an instrument for attendance of sessions. Panel A shows the first stage of the 
IV regressions. Panel B shows the results of a series of IV regressions showing the impact of attendance 
measured multiple ways on performance. In Table B3 of Online Appendix B, we also show the robustness 
of our Logged Funding results to an alternative transformation using the inverse hyper sine function. * 
indicates significance at the 10% level, ** at 5%, and ***at 1%. 
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Table 13: Best Linear Predictor of Covariates on Estimated CATE  

 
Notes. This table explores potential heterogeneity by measuring the relationship between the predicted 
conditional average treatment effect (CATE) from our calibrated generalized random forest models (GRF) 
and the baseline covariates of the startup. To do so, we use a best linear prediction of the covariates onto 
the distribution of our predicted CATE. The results in the two columns correspond to the GRF models for 
the two main outcome variables of our study, funding and survival and their standard errors. * indicates 
significance at the 10% level, ** at 5%, and ***at 1%. 
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